From Alaska to Utah, Missouri to New Hampshire, jurisdictions are introducing risk assessment algorithms into pretrial decision making. As stakeholders try to balance public concern about safety with an effort to reduce or end the use of cash bail—widely understood to disadvantage poor people who can’t pay to secure their liberty pretrial—jurisdictions have turned to algorithmic risk assessment to help determine who can “safely” be released.

While there are robust debates about whether jurisdictions should use such tools at all—and, if so, what procedures should be implemented to ensure that they are being used in ways that demonstrably reduce the inequities of the systems they replace—this article will not address such issues. Instead, given that pretrial risk assessments are already widely used, we offer some thoughts on how to use them carefully. Our goal is to provide useful, practical information to the many working judges who are tasked with using risk assessment algorithms.

We are a community organizer working on mass incarceration, an economist and law professor, and an analyst and scholar who counsels jurisdictions on bail policy. Each of us has deeply studied algorithmic risk assessment, and our views have converged on the advice we offer here. We hope to help you understand the opportunities and limits of these tools as you work to deliver justice and nurture the public’s trust.

With Any Tool, Begin by Asking, “Risk of What?”

Interpreting a risk assessment instrument requires intrepid attention to detail. Each risk assessment tool estimates the likelihood of a precisely defined event (or a precisely defined range of events) happening within a specific time. It sometimes takes a little research to understand exactly what these parameters are—which is to say, what the predictions of a risk assessment tool actually mean.

Some tools make a combined prediction of any type of pretrial failure: rearrest for a new offense, failure to appear in court, or violation of pretrial conditions. Others are more specific: They predict only failure to appear or rearrest for a new alleged offense. Some may predict the risk of rearrest for a “violent” offense—subject to a specific definition of violence. These outcomes are all very different in nature and greatly change the interpretation of the “risk.” In short, risks don’t just have magnitudes—they also have flavors.

In many instances, a tool’s judgment that a particular defendant is “high risk” does not mean that the person is a flight risk or a serious danger to the community. The majority of rearrests are for misdemeanor offenses and those who fail to appear are usually easily located; most didn’t abscond from the jurisdiction. Furthermore, many low-level misdemeanor arrests are the product of discretionary law-enforcement decisions. A person’s likelihood of future arrest is a product of not only the person’s actual behavior but also a variety of circumstantial factors, including the level of law-enforcement presence in a given location and police attitudes toward that person as compared with others in the same community.
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and when sentenced to incarceration, they receive harsher sentences than similarly situated whites.9

As human beings, we know that having two prior convictions means something very different if you’re a banker who lives on the Upper West Side than if you’re a supermarket cashier from the Bronx. However, the risk assessment algorithm cannot distinguish between the two. Because the inputs to the algorithm reflect a race-and-class-biased world, the resulting risk scores reflect that bias.

There is no easy fix to this issue. We’ll never know the actual criminal history; all we have are imperfect measures. However, it’s important to be aware that the risk score reproduces race and class disparities and to make decisions with these ongoing inequities in mind.

Social and Economic Factors
Risk assessment tools also can include socioeconomic measures like employment status, unstable housing, or education level. The criminal justice system generally approaches such factors with caution; increasing restrictions on liberty for people because of economic disadvantage raises both ethical and legal concerns.10 For this reason, some risk assessment tools, such as the PSA, do not include socioeconomic markers at all. However, if your jurisdiction uses a tool that includes socioeconomic markers as inputs, it’s important to understand why they are included and how to interpret the resulting scores.

The risk of arrest for a new low-level offense, or of missing a court date, can be the direct product of social and economic disadvantage. For example, those who fall behind on paying parking tickets or other financial obligations can lose their driver’s license. Driving on a suspended license is one of the most common misdemeanor arrest categories in certain jurisdictions.11 Furthermore, those who live in poverty may be at the mercy of public transportation each time they attempt to return to court. Those with limited educational credentials, if employed, are more likely to be in an entry-level service-sector job and may struggle to obtain permission to make weekday court appearances. It would not be surprising that social and economic markers can be used to anticipate these risks.

Here again, understanding the character or flavor of a risk is at least as important as understanding its magnitude. When a risk assessment uses markers of social disadvantage to predict the vagaries of social disadvantage, the nature of the risk may imply that the person should not be jailed or given burdensome conditions because the risk he or she poses is neither a threat to public safety nor a risk of flight from the jurisdiction. It is especially important to identify the impact that poverty has on the risk score if your jurisdiction uses money bail as a condition of release. Increasing the bail amount because someone is poor (and thus scored as higher risk) is likely to result in de facto detention because the defendant can’t pay bail. This is a waste of taxpayer resources and can result in constitutional challenges and civil rights litigation.12

A Heavy Dose of Age: Defendants Can Be “High Risk” Because They Are Young
It’s long been known that the crime rate is, on average, higher among young people than older people. For this reason, age is one of the most common factors in a risk assessment instrument and is often very heavily weighted. Age alone answers almost 60 percent of the variation in COMPAS’s Violent Recidivism Risk Score.13 Being under 23 adds as many points to the PSA’s New Criminal Activity risk score as having three or more prior violent felony convictions.14

Imagine you have two defendants in front of you, and both are labeled “high risk.” One has this label because she has an extensive record of convictions for serious crimes. The other has this label because she is 19 years old and has a prior marijuana arrest. Statistically speaking, the two defendants actually may have the same level of risk—but their circumstances and histories are very different. Teenagers and young adults are in a different developmental stage than older adults; they may be more susceptible to peer influence, have limited ability to appreciate long-run consequences, and may have higher capacity to rehabilitate.15 Thus, the appropriate pretrial decision for the teenager may be different from the appropriate decision for the serial offender, even where their risk numbers are the same.

Ask your pretrial officer (or whoever calculates the risk assessment) to let you know what the most important factors are in a particular defendant’s risk score. In other words, instead of just learning that a defendant is “high risk,” ask the pretrial officer to tell you, “this defendant is high risk, and the three most important factors in her score are X, Y, and Z.” If this is not possible, try to learn the factors and the weights in your risk assessment score so you can evaluate this issue yourself. “High risk” can mean different things depending on the defendant, and the more you understand the label, the better decisions you can make.

Conclusion
Jurisdictions choosing to implement risk assessments are doing so for urgent reasons: to protect the rights of accused people at a sensitive and consequential point in their adjudication, while also trying to keep communities safe and the justice system functioning. No algorithm can tell the entire story about an individual or explain why some people will go on to commit crime in the future and others will not. No risk assessment tool is perfect—but, as a judge directed to use one of them, you can use them in ways that maximize fairness and justice. Doing so requires a careful understanding of what the tool is measuring and how that might differ across race, class, and age. We hope that this primer will help you in that process.

Despite America’s long history of trying to make criminal justice more “scientific,” risk assessment tools continue to embody the ambiguities and complexities of real life—as well as racial and economic disparities. Some advocates argue that the disparities embedded in risk assessment tools mean that such tools have no rightful place in pretrial justice, and we hope that this article has empowered you to understand that view. Other participants in the debate imagine that tools can be helpful if used conscientiously, or in a manner that enables more efficient use of limited court resources. For instance, risk assessment tools can provide a first screening by which to identify...
large group of defendants for immediate and automatic release, as is done in Kentucky. By enabling the release of a large swath of defendants without a bail hearing, risk assessments restore room for the important work of judges to conduct a substantial, in-depth hearing to identify those defendants who might truly pose an identifiable risk to an individual person or to the community.

Judges wrestle with extraordinary challenges in pretrial decision making. As a judge who will use these tools with living people before you—and with the safety of the community in mind—you have both the opportunity and the need to reflect on how these tools inform your decision making. As your experience with pretrial tools builds up over months and years, we urge you to communicate this wisdom to your jurisdiction, to other criminal justice partners, to your community’s elected decision makers, to independent researchers, and to civil society. Understanding your experiences will be particularly valuable for those who have rarely been present in these conversations before. Your experiences with risk assessment tools will define and determine their impact.

Judicial leadership is an essential part of a growing national conversation about the real-world impact of algorithmic decision making in criminal justice. As practitioners using pretrial risk assessment tools, you have a unique voice. Far from being replaced by machines, your expertise, judgment, and careful attention are needed now, more urgently than ever before.
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